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ABSTRACT

Stochastic optimization has become one of the important modeling approaches in the transportation network analysis. For example, for traffic assignment problems based on stochastic simulation, it is necessary to use a mathematical algorithm that iteratively seeks out the optimal and/or suboptimal solution because an analytical (closed-form) objective function is not available. Therefore, there is a need for efficient stochastic approximation algorithms that can find optimal and/or suboptimal solutions to these problems. Method of Successive Averages (MSA), a well-known algorithm, is used to solve both deterministic and stochastic equilibrium assignment problems. As stated in (1), MSA has questionable convergence characteristics, especially when number of iterations is not sufficiently large. In fact, stochastic approximation algorithm is of little practical use if the number of iterations to reduce the errors to within reasonable bounds is arbitrarily large. An efficient method to solve stochastic approximation problems is the Simultaneous Perturbation Stochastic Approximation (SPSA), which can be a viable alternative to MSA due to its proven power to converge to suboptimal solutions in the presence of stochasticities and its ease of implementation. In this paper, we compare the performance of MSA and SPSA algorithms for solving traffic assignment problem with varying levels of stochasticities on a small network. The utmost importance is given to comparison of the convergence characteristics of two algorithms as well as the computational times. A worst case scenario is also studied to check the efficiency and practicality of both algorithms in terms of computational times and accuracy of results.
INTRODUCTION

A problem of great practical importance in transportation engineering field is the problem of stochastic optimization and approximation. Many problems in this field can be expressed as finding the setting of certain adjustable parameters so as to minimize an objective function. Most of the real world problems of this kind have to be considered as stochastic optimization problems to capture random nature of real-world occurrences. To make this discussion more concrete, consider the problem of setting traffic light timing schedules to minimize the total time spent by vehicles in that area waiting at intersections during rush hour (2). Typically, the aim is to minimize the objective function, like the average total delay time in signal timing problem (3).

Stochastic optimization and approximation techniques are discussed by Spall (4), and Gelfand and Mitter (5) where a survey of several important algorithms is given. Early work in this field begins with the pioneering papers of Robbins and Monro (6), and Kiefer and Wolfowitz (7) in the context of root-finding and statistical regression. The certain conditions and assumptions made by Robbins and Monro are studied by Wolfowitz (8). Blum provides the conditions for convergence of the approximation methods in (9) and (10). Andradottir (11), proposes a new algorithm, and shows that it has efficient convergence properties compared with classical optimization algorithms. Furthermore, he presents a review of methods for optimizing stochastic systems using simulation (12).

In the field of transportation, Sheffi and Powell (13) describe an algorithmic approach called "Method of Successive Averages (MSA)" for the equilibrium assignment problems. They apply MSA to equilibrium assignment problems with “random link times” and give numerical examples in (1). They also show that MSA converges to an optimum value for the proposed objective function under certain regularity conditions (14). (see Sheffi (15) for details). MSA algorithm has since been widely used in solving traffic equilibrium problems, and has been included in many popular transportation planning software packages such as TransCAD (16), EMME 3 (17), and TP+ (18).

MSA has been applied for O/D matrix estimation using traffic counts on congested networks by Cascetta and Postorino (19). Proposing different fixed-point algorithms, namely, functional iteration, MSA, and MSA with decreasing reinitialisation, they compare the performances on a test network with 15 nodes and 54 links, and verify that all algorithms converge to the same solution, though with different speeds. Bar-Gera and Boyce (20) propose a solution of a non-convex combined travel forecasting model where MSA with constant step sizes is employed. Boyce and Florian (21) give explanations for solving traffic assignment problems with equilibrium methods and show real world examples using algorithms including MSA. Cominetti and Baillon (22) work on a Markovian traffic equilibrium model and give the proof of the global convergence of MSA algorithm with respect to this model. Walker et al. (23) compare MSA and Evans Algorithm for a regional travel demand model. In all their tests except one, they observe that the Evans algorithm performs better than MSA both for convergence error and computational times. They conclude that this is consistent with the mathematical theory because Evans algorithm uses gradient search to determine iteration weighting factors where MSA depends on predetermined step sizes.
Mahmassani and Peeta use MSA for dynamic traffic assignment problems. In one of their papers (24), they discuss the details of system optimal and user equilibrium time-dependent traffic assignment models in congested networks solved using MSA algorithm. By applying MSA, Mahmassani and Peeta (25) study the implications of network performance under system optimal and user equilibrium dynamic assignments for advanced traveler information systems. Sbayti et al. (26) describe efficient implementations of MSA for large-scale network problems. More recently the FHWA Dynamic Traffic Assignment project has supported the development of DYNASMART (Mahmassani et al., (27)) and DYNAMIT (Ben-Akiva et al., (28)), in which MSA algorithm is effectively implemented. Mahut et al. (29), give a detailed report about the simulation-based traffic assignment methods where MSA is used as the main solution approach. MSA algorithms have also been used in route guidance related problems. Bottom et al. (30), using MSA, have focused on the identification of effective and efficient algorithms by considering route guidance generation as a fixed point problem. Similarly, Crittin and Bierlaire (31) work on new algorithmic approaches for the anticipatory route guidance generation problem using MSA. Dong et al. (32) present a theoretical analysis and simulation-based approach using MSA to generate consistent anticipatory route guidance information.

It is clear that MSA has been widely and successfully used to solve a number of transportation optimization problems. In a recent paper, Sbayti et al. (26) identify a number of problems related to MSA in the context of large scale dynamic traffic assignment problems. They state the inconclusive convergence properties of MSA in real-life networks. According to Sbayti et al. (26), there are two main reasons for this problem. First, simulation-based models are typically “not well-behaved mathematically, and therefore their solution properties are not guaranteed”. Second, “pre-determined step sizes do not exploit local information in searching for a solution, and therefore tend to have sluggish performance properties”. Hence, there is definitely a need for the introduction and testing of novel and efficient stochastic approximation algorithms to solve various stochastic optimization problems faced in the transportation engineering field.

In this paper, a new and efficient method for stochastic approximation called "Simultaneous Perturbation Stochastic Approximation (SPSA)" developed by Spall (33) is introduced as an alternative to MSA for solving highly stochastic traffic assignment problems. Some implementations of SPSA have been discussed in (34), and (35). Maryak and Chin (36) study the efficiency of SPSA, and show that SPSA will converge to a global optimum with effectively introducing noise. Whitney et al. (37) compare SPSA with simulated annealing algorithms for the constrained optimization of discrete non-separable functions. Hutchison and Spall (38) give a criterion for stopping stochastic approximation.

Some of SPSA applications in different fields are given in (39), (40), and (41). SPSA has also been used in neural network applications. Chin and Smith (42) make a neural network application in signal timing control using SPSA whereas Srinavasan et al. and Choy et al. study the use of SPSA in neural networks for real-time traffic signal control and online learning in (43) and (44), respectively.

In this paper, MSA and SPSA algorithms are tested to perform a traffic assignment on a small network where there is considerable amount of noise in the link.
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travel times. Next section gives the mathematical background for MSA and SPSA algorithms, and a numerical study is presented with comparative results of the analysis in the case study section.

STOCHASTIC APPROXIMATION

In many practical non-linear, high-dimensional deterministic and stochastic optimization problems, the objective function may not be easily presented in a closed, analytical form. Then, an iterative, numerical technique must be applied to find the optimal solution. Stochastic approximation algorithms are designed to solve these problems involving functions that cannot be evaluated analytically, but whose values have to be estimated or measured. The problem of great practical importance is stated as the problem of finding the minimum point, \( \theta^* \in R^p \), of a real-valued objective function \( L(\theta) \) in the presence of noise. Then, our problem is

\[
\min_{\theta \in \Theta} L(\theta)
\]

where

- \( \theta \): possibly vector-valued stochastic system parameters,
- \( \Theta \): set of possible values of \( \theta \),
- \( L(\theta) \): expected system performance (\( \theta \in \Theta \)).

Then, the optimization problem can be translated into the classical mathematical formulation which leads to finding the minimizing \( \theta^* \) such that \( \frac{\partial L}{\partial \theta} = 0 \). It is assumed that measurements of \( L(\theta) \) are available at various values of \( \theta \). These measurements may or may not include noise.

**Basic Iterative Approximation Approach (45)**

Let \( \hat{\theta}_k \) denote the estimate for \( \theta \) at the \( k^{th} \) iteration so that the stochastic optimization algorithm has the standard recursive form of

\[
\hat{\theta}_{k+1} = \hat{\theta}_k - a_k g_k(\hat{\theta}_k)
\]

where the gain sequence \( \{a_k\} \) satisfies certain well-known conditions:

\[
\sum_{k=1}^{\infty} a_k = \infty
\]

\[
\sum_{k=1}^{\infty} a_k^2 < \infty
\]

Here, \( g_k(\hat{\theta}_k) \) is either the gradient itself at \( \hat{\theta}_k \) or the estimate of the gradient \( g(\theta) = \frac{\partial L}{\partial \theta} \) at the iterate \( \hat{\theta}_k \) based on the measurements of the objective function. In particular, the sequence is taken as \( \{a_k\} = \frac{1}{k} \) because it is the sequence with the largest elements satisfying the criteria given for Equation (2) and \( 0 \leq \{a_k\} \leq 1 \). Intuitively, the
minus sign in Equation (2) indicates that the algorithm is moving in the gradient descent direction.

A number of iterative stochastic approximation algorithms are proposed to solve the problem in Equation (1) (4). In this paper, MSA and SPSA algorithms are implemented to solve Equation (1) on a small network for traffic assignment, where the idea is to mimic what happens in stochastic simulations:

\[
\min \text{ a stochastic travel time function } L(\theta)
\]

where

1. Stochasticity is introduced into the deterministic flow values as \((\theta + \text{noise})\).  \hspace{1cm} (3)

2. Therefore, travel time becomes a function of deterministic flow and noise, \(L(\theta) = f(\text{deterministic flow, noise})\).

**Method of Successive Averages (MSA)**

MSA, for transportation related problems, is basically a version of aforementioned classical stochastic approximation method with predetermined step sizes (See Sheffi, 1985 (15)). The convergence of this algorithm under certain conditions and fairly mild restrictions has been proven by Powell and Sheffi (14). This method has been used for the equilibrium assignment problems since the early papers of Sheffi and Powell (1), and (13). Satisfying the gain sequence conditions for Equation (2) and taking \(\{\alpha_k\} = \frac{1}{k} \), MSA uses the step size and gradient as follows:

\[
\hat{\theta}_{k+1} = \hat{\theta}_k + \frac{1}{k} g_k(\hat{\theta}_k) = \hat{\theta}_k + \frac{1}{k} (\hat{x}_k - \hat{\theta}_k) = \left(1 - \frac{1}{k} \right) \hat{\theta}_k + \frac{1}{k} \hat{x}_k
\]  \hspace{1cm} (4)

Here, \(g_k(\hat{\theta}_k) = (\hat{x}_k - \hat{\theta}_k)\) is the search direction at iteration \(k\), and \(\hat{x}_k\) is the auxiliary path assignments obtained by all-or-nothing assignment method in iteration \(k\). With MSA, careful choice of the initial point and step size can lead the analyzer to a global optimum point. However, it may get stuck at a certain point and therefore may never reach the global optima.

**Simultaneous Perturbation Stochastic Approximation (SPSA)**

SPSA, which is an approximate-gradient stochastic approximation algorithm that uses the standard algorithm form shown in Equation (2) as well as the special form of gradient approximation called the "Simultaneous Perturbation Gradient Approximation", which was developed by Spall (33). Consider the finite difference method, a standard approach to approximating the gradients, where the \(i^{th}\) component of the gradient approximation is computed as

\[
\frac{y(\theta + ce_i) - y(\theta - ce_i)}{2c}
\]  \hspace{1cm} (5)

where \(y(\cdot)\) is the actual, possibly noisy, measurement of \(L(\cdot)\); \(e_i\) is a vector with a one in the \(i^{th}\) component and zero in all the other components; and \(c\) is a small positive
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number. Using this gradient approximation in Equation (2) results in an approximate gradient in which the \( i^{th} \) component of the gradient approximation is

\[
g_{k_i}(\hat{\theta}_k) = \frac{y(\theta_k + c_k e_i) - y(\theta_k - c_k e_i)}{2c_k}
\]

(6)

where \( \{c_k\} \) is usually chosen to be a decreasing sequence of small positive numbers. In SPSA, the \( i^{th} \) component of the gradient approximation is computed as

\[
y(\theta + c\Delta) - y(\theta - c\Delta) \\
2c\Delta_i
\]

(7)

Here, \( \Delta \) is a vector having the same size as \( \theta \) and contains elements randomly generated according to the specifications given in (34), and \( \Delta_i \) is the \( i^{th} \) component of \( \Delta \). The \( \Delta_i \) are usually (but not necessarily) generated from the Bernoulli \((\pm 1)\) distribution. Uniformly or normally distributed perturbations are not allowed by the conditions given in (2). Substituting the gradient approximation into Equation (5) gives

\[
\hat{g}_{k_i}(\hat{\theta}_k) = \frac{y(\theta_k + c_k \Delta_k) - y(\theta_k - c_k \Delta_k)}{2c_k \Delta_k_i}
\]

(8)

where \( \Delta_k \) is the vector of random elements generated at iteration \( k \), and \( \Delta_{k_i} \) is the \( i^{th} \) component of \( \Delta_k \). Then, SPSA gradient vector is obtained as

\[
g(\theta) = \begin{bmatrix}
\frac{y(\theta + c\Delta_1) - y(\theta - c\Delta_1)}{2c\Delta_1} \\
\frac{y(\theta + c\Delta_2) - y(\theta - c\Delta_2)}{2c\Delta_2} \\
\vdots \\
\frac{y(\theta + c\Delta_p) - y(\theta - c\Delta_p)}{2c\Delta_p}
\end{bmatrix}
\]

(9)

where \( \theta \) is assumed to be a \( p \)-dimension vector.

The choice of gain sequences is extremely important for SPSA. The gain sequence in Equation (2) is obtained as \( a_k = \frac{a}{(A+k+1)^a} \) and the one in Equation (8) is given as \( c_k = \frac{c}{(k+1)^c} \). Here, the coefficients \( a, A, c, \alpha, \) and \( \gamma \) may be determined based on the practical guidelines in Spall (35). With this information, SPSA algorithm can be presented as follows (Spall, 1998 (35)):

- **Initialization**: Define the number of iterations \( N \). Determine the initial guess and coefficients for SPSA gain sequences.
- **Generation of Simultaneous Perturbation Vector**: Generate by Monte Carlo simulation a \( p \)-dimensional random perturbation vector \( \Delta_k \), where each of the \( p \) components of \( \Delta_k \) are independently generated from a zero-mean probability distribution satisfying the conditions in Spall (2).
• **Objective Function Evaluations:** Obtain two measurements of the objective function $L(\cdot)$ based on the simultaneous perturbation around the current $\hat{\theta}_k$:

$$Objective Functions = \frac{y(\hat{\theta}_k + c_k \Delta k)}{y(\hat{\theta}_k - c_k \Delta k)}$$  \hspace{1cm} (10)

• **Gradient Approximation:** Generate the simultaneous perturbation approximation to the unknown gradient $g(\hat{\theta}_k)$ as

$$\hat{g}_k(\hat{\theta}_k) = \frac{y(\hat{\theta}_k + c_k \Delta k) - y(\hat{\theta}_k - c_k \Delta k)}{2c_k} \begin{bmatrix} \Delta_{k_1}^{-1} \\ \Delta_{k_2}^{-1} \\ \vdots \\ \Delta_{k_p}^{-1} \end{bmatrix}$$ \hspace{1cm} (11)

• **Updating the Estimate:** Update the estimate using Equation (2).

• **Stopping Criterion:** Check the convergence criteria, and stop if it is reached. The convergence criteria can be selected as either reaching the maximum allowable number of iterations, or checking the relative difference between the consecutive iterates obtained. That is,

- $k < N$, or
- $|\hat{\theta}_{k+1} - \hat{\theta}_k| < \varepsilon$, where $\varepsilon$ is a small predefined number.

**NUMERICAL STUDY: SPSA VERSUS MSA**

The performance of stochastic optimization algorithms is highly dependent on the specific properties of the problem to be solved. Worst case analysis typically includes a substantial amount of noise in the measurements. Therefore, we need to compare the performance of our implementations by introducing various levels of noise into the system to evaluate the performance of SPSA and MSA when applied to the traffic assignment problem.

The network shown in **FIGURE 1** will be used for MSA and SPSA performance comparison analysis. It consists of three links between the nodes O (origin) and D (destination) with the travel time functions and demand shown (Volume-delay curves are taken as BPR functions for the sake of simplicity).

![FIGURE 1 Network for Stochastic Approximation Analysis.](image-url)
This network was chosen for three main reasons:

1. The deterministic optimal solution is known. \( \theta^* = [358, 465, 177] \) with an objective function value of 18933. This makes it possible to compare MSA and SPSA using the objective function values.

2. It is an efficient way of testing MSA and SPSA with any link performances (volume-delay) including BPR functions and different level of stochasticities due to not only measurement but also modeling errors. The modeling errors, for example, can appear while using a dynamic traffic assignment model for real-time traffic routing model applications where BPR functions does not necessarily reflect real travel times.

3. Our major goal in selecting this network is to isolate the impact of stochasticities from other issues such as network size, path flows, etc., discussed in a 2007 paper by Sbayti et al. (26), where they proposed ways to improve MSA algorithm to address these problems. We focus on a different aspect of this problem namely, the impact of high noise levels on the performance of MSA and therefore choose to employ a network without the complexities associated with the size and topology of the network described in (26).

Considering the network in FIGURE 1, the optimization problem that will achieve the user equilibrium without the addition of stochasticity can be written as (Sheffi, 1985 (15)):

\[
\begin{align*}
\min & \, L(\theta) \\
\text{subject to} & \\
\theta_1 + \theta_2 + \theta_3 &= 1000 \\
\theta_1, \theta_2, \theta_3 &\geq 0
\end{align*}
\]  

(12)

Here, the objective function for the equilibrium assignment to find the optimum link flows can be represented as the sum of the integrals of the link performances:

\[
L(\theta) = \int_0^{\theta_1} t_1(w) \, dw + \int_0^{\theta_2} t_2(w) \, dw + \int_0^{\theta_3} t_3(w) \, dw
\]

(13)

The stochasticity in the decision parameters (flows in each link) directly adds the noise into the objective function. Therefore, the random terms in the travel time calculations complicate the problem to a point where it can no longer be effectively solved as a regular deterministic optimization problem. Thus, we must employ a stochastic approximation algorithm such as MSA or SPSA. The penalty function approach should be used to apply SPSA. Pflug (47) present and analyze a stochastic approximation algorithm based on the penalty function method for stochastic optimization of a convex function with convex inequality constraints and show that stochastic approximation using penalty functions converges almost surely. Wang and
Spall (48), and (49) have extended this result to SPSA. They show that with the careful selection and application of the penalty function, the average relative error for the objective function can be reduced up-to 5%. This penalty function technique is a Sequential Penalty Transformation approach which is the oldest and most commonly used penalty method (50). With this information, the penalty function for the equality constraint given in Equation (12) is selected as

$$P(\theta) = (\theta_1 + \theta_2 + \theta_3 - 1000)^2$$

Fiacco and McCormick (50) show that choosing $r$ big enough will lead to the optimal solution. Therefore, our objective function for SPSA becomes

$$\min L(\theta) + rP(\theta)$$

where

$$L(\theta) = \int_0^{\theta_1} t_1(w) \, dw + \int_0^{\theta_2} t_2(w) \, dw + \int_0^{\theta_3} t_3(w) \, dw$$

By selecting a sufficiently high $r$, the $rP(\theta)$ component of the objective function becomes relatively large compared with $L(\theta)$. Thus, the non-negativity constraints for $\theta_1, \theta_2, \theta_3$ are always satisfied, and these constraints become redundant. Then, selecting $r = 20$, the optimization problem given in Equation (14) reduces to:

$$\min L(\theta) + 20 * P(\theta)$$

$$L(\theta) = \int_0^{\theta_1} t_1(w) \, dw + \int_0^{\theta_2} t_2(w) \, dw + \int_0^{\theta_3} t_3(w) \, dw$$

Implementation and Results

In this section, we present several case studies to compare the performance of MSA and SPSA. The computational time of our MATLAB implementation on a 3.00 GHz Pentium (R) D PC is presented for each case.

The performance of basic SPSA is analyzed using the parameters $a_k = \frac{a}{(A+k+1)^a}$ and $c_k = \frac{c}{(k+1)^r}$, with $A = 20$, $a = 0.027$, $c = 1$, $\alpha = 0.602$, and $\gamma = 0.101$ selected using the guidelines given in Spall (35). The initial point is taken as $\theta_0 = [0,0,0]$ for both algorithms and the perturbation vector ($\Delta_k$) choices for SPSA are varied randomly.

A maximum number of iterations ($N_{max}$) is determined before the analysis, and then the difference of two consecutive objective function values is checked as the stopping criterion. If the stopping criterion is not achieved when $N_{max}$ is reached, the algorithm stops automatically. Therefore, no runs after $N_{max}$ are allowed. At every iteration, $|\hat{\theta}_{k+1} - \hat{\theta}_k| < \varepsilon = 0.1$ is checked for stopping. For any particular application, this may or may not be an appropriate stopping rule, but is only used here for purposes of comparison.

Firstly, algorithms are run without injecting noise into the decision parameters, therefore not disturbing the performance. The resulting values are given in TABLE 1 where $N$ represents the number of iterations. Here, an average of 100 evaluations with
different random perturbations ($\Delta_k$) is given for SPSA. Note that randomly generated simultaneous perturbations are needed for SPSA to find the gradient direction (35). The results indicate that both algorithms show similar behaviors. They converge to a certain point in a fast manner showing no significant difference (The deterministic optimal solution is 18933). Since MSA has a lower objective function value, it works better than SPSA in the absence of link stochasticity. However, in the case of simulation-based or high-noise systems, deterministic link travel times are not applicable or even present.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>N</th>
<th>Cost</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSA</td>
<td>41</td>
<td>18939</td>
<td>366</td>
<td>463</td>
<td>171</td>
<td>0.50</td>
</tr>
<tr>
<td>SPSA</td>
<td>30</td>
<td>18947</td>
<td>349</td>
<td>481</td>
<td>170</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Then, a normally introduced random noise, expected in the simulation-based assignment models, is introduced into the system, and both optimization algorithms are run once more. Three cases are studied with 10 evaluations (runs) for each case. For the first, second, and third (worst) cases, noise is selected between [-10, 10], [-25, 25], and [-40, 40], respectively. For each case, number of runs, number of iterations in each run, objective function and decision parameter values, and computational times (wall-clock times) are reported.

The results of the first scenario are given in TABLE 2. $N_{max}$ is selected as 500 for each evaluation. In this case, both MSA and SPSA algorithms work efficiently in terms of reaching the optimum solution; however, MSA is better than SPSA considering relatively shorter time it takes to find the suboptimal solution as compared with the deterministic solution.

<table>
<thead>
<tr>
<th>Run</th>
<th>N</th>
<th>Cost</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>74</td>
<td>18940</td>
<td>365</td>
<td>473</td>
<td>162</td>
<td>0.80</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>18959</td>
<td>374</td>
<td>452</td>
<td>174</td>
<td>5.16</td>
</tr>
<tr>
<td>3</td>
<td>54</td>
<td>18937</td>
<td>352</td>
<td>462</td>
<td>186</td>
<td>0.60</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>18971</td>
<td>378</td>
<td>454</td>
<td>168</td>
<td>5.16</td>
</tr>
<tr>
<td>5</td>
<td>186</td>
<td>18936</td>
<td>360</td>
<td>473</td>
<td>167</td>
<td>1.98</td>
</tr>
<tr>
<td>6</td>
<td>222</td>
<td>18936</td>
<td>360</td>
<td>473</td>
<td>167</td>
<td>2.39</td>
</tr>
<tr>
<td>7</td>
<td>500</td>
<td>18942</td>
<td>368</td>
<td>460</td>
<td>172</td>
<td>5.26</td>
</tr>
<tr>
<td>8</td>
<td>208</td>
<td>18934</td>
<td>361</td>
<td>467</td>
<td>172</td>
<td>2.18</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>18934</td>
<td>360</td>
<td>460</td>
<td>180</td>
<td>1.60</td>
</tr>
<tr>
<td>10</td>
<td>305</td>
<td>18933</td>
<td>358</td>
<td>465</td>
<td>177</td>
<td>3.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Run</th>
<th>N</th>
<th>Cost</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>74</td>
<td>18940</td>
<td>365</td>
<td>473</td>
<td>162</td>
<td>0.80</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>18959</td>
<td>374</td>
<td>452</td>
<td>174</td>
<td>5.16</td>
</tr>
<tr>
<td>3</td>
<td>54</td>
<td>18937</td>
<td>352</td>
<td>462</td>
<td>186</td>
<td>0.60</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>18971</td>
<td>378</td>
<td>454</td>
<td>168</td>
<td>5.16</td>
</tr>
<tr>
<td>5</td>
<td>186</td>
<td>18936</td>
<td>360</td>
<td>473</td>
<td>167</td>
<td>1.98</td>
</tr>
<tr>
<td>6</td>
<td>222</td>
<td>18936</td>
<td>360</td>
<td>473</td>
<td>167</td>
<td>2.39</td>
</tr>
<tr>
<td>7</td>
<td>500</td>
<td>18942</td>
<td>368</td>
<td>460</td>
<td>172</td>
<td>5.26</td>
</tr>
<tr>
<td>8</td>
<td>208</td>
<td>18934</td>
<td>361</td>
<td>467</td>
<td>172</td>
<td>2.18</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>18934</td>
<td>360</td>
<td>460</td>
<td>180</td>
<td>1.60</td>
</tr>
<tr>
<td>10</td>
<td>305</td>
<td>18933</td>
<td>358</td>
<td>465</td>
<td>177</td>
<td>3.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average</th>
<th>N</th>
<th>Cost</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>270</td>
<td>18942</td>
<td>364</td>
<td>464</td>
<td>173</td>
<td>2.83</td>
<td></td>
</tr>
</tbody>
</table>

Case 1
(with normally distributed random noise between [-10, +10])
(Total number of maximum allowed evaluations ($N_{max}$) = 500)
Case 2 results are given in TABLE 3. $N_{max}$ is 10000 for each evaluation. As the noise is increased, the performance of MSA decreases. In four of the ten cases, it reaches a suboptimal solution. For the other runs, it remains far away from the optimum solution even after $N_{max}$ is reached. On the other hand, as the noise increases, SPSA still has the good performance of finding the solution in less number of iterations. The algorithm stops far before $N_{max}$ is reached for SPSA. The average cost and time values are very close for both algorithms.

### TABLE 3 Performance of the MSA and SPSA Algorithms in Case 2

<table>
<thead>
<tr>
<th>Case 2</th>
<th>(with normally distributed random noise between [-25,+25])</th>
<th>(Total number of maximum allowed evaluations ($N_{max}$) = 10000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSA</td>
<td>SPSA</td>
</tr>
<tr>
<td>Run 1</td>
<td>N 10000</td>
<td>Cost 19022</td>
</tr>
<tr>
<td>Run 2</td>
<td>N 10000</td>
<td>Cost 19004</td>
</tr>
<tr>
<td>Run 3</td>
<td>N 63</td>
<td>Cost 18961</td>
</tr>
<tr>
<td>Run 4</td>
<td>N 10000</td>
<td>Cost 19020</td>
</tr>
<tr>
<td>Run 5</td>
<td>N 77</td>
<td>Cost 18949</td>
</tr>
<tr>
<td>Run 6</td>
<td>N 6150</td>
<td>Cost 18935</td>
</tr>
<tr>
<td>Run 7</td>
<td>N 10000</td>
<td>Cost 19018</td>
</tr>
<tr>
<td>Run 8</td>
<td>N 10000</td>
<td>Cost 19028</td>
</tr>
<tr>
<td>Run 9</td>
<td>N 107</td>
<td>Cost 18951</td>
</tr>
<tr>
<td>Run 10</td>
<td>N 10000</td>
<td>Cost 19020</td>
</tr>
<tr>
<td>Averages</td>
<td>N 6640</td>
<td>Cost 18991</td>
</tr>
</tbody>
</table>

Third case results are given in TABLE 4. $N_{max}$ is 10000 for each evaluation. This case includes the highest stochasticity on the flows among the three cases. As MSA already moves away from the vicinity of the deterministic optimal solution, the case with the highest stochasticity is considered as the worst case scenario. As observed, the performance of MSA is not satisfactory. Only one out of ten runs gives an acceptable objective function value. SPSA, on the other hand, gives better objective function and time values. The algorithm stops before $N_{max}$ is reached for SPSA. This indicates that SPSA works more efficiently as the noise increases in the system.
TABLE 4 Performance of the MSA and SPSA Algorithms in Case 3

<table>
<thead>
<tr>
<th>Case 3 (with normally distributed random noise between [-40, +40]) (Total number of maximum allowed evaluations (N_{max}) = 10000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSA</td>
</tr>
<tr>
<td>Run</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>Averages</td>
</tr>
</tbody>
</table>

**Discussions**

The analysis and comparison of MSA and SPSA algorithms provide useful insights into the development of solution techniques for traffic assignment models that can be highly stochastic. The performance comparison of these two algorithms is based on the analysis of the objective functions and the overall computational times. The number of iterations is not used for comparison due to the fact that the computation time of a single iteration for each algorithm is different. That is, it is not possible to make a clear distinction by using the number of iterations. Rather, analysis of the individual computation times is used as the main comparison method.

The results of this numerical study (see FIGURE 2) suggest that the performance of the basic SPSA can improve the optimal solution as the amount of system stochasticity is increased. Note that high levels of stochasticities are most likely to be encountered in the simulation-based traffic assignment models.
FIGURE 2 Comparison of the Performance of MSA and SPSA Algorithms (Figure 2a) Comparison of the Objective Functions (Figure 2b) Comparison of the Computational Times.
There are a few significant points about these results. Firstly, we apply the t-test to assess whether the means (averages) of the objective functions and computational times for MSA and SPSA algorithms are statistically different from each other. A t-test is used when statistical comparison of optimization algorithms is needed (Maryak and Chin (3) and Spall (51)). The first step is to specify the null hypothesis and alternative hypothesis. The null hypothesis in this study is that the difference between means is zero. Then, the null and alternative hypotheses are:

$$H_0: \mu_1 - \mu_2 = 0$$
$$H_1: \mu_1 - \mu_2 \neq 0$$ (16)

Using Equation (16), the difference between the two average values of computation time shown in TABLE 4 appears to be statistically significant (T-test @ 95%) for all cases. This indicates that we cannot accept the null hypothesis and two averages are statistically different for the worst case. Considering the average values of objective functions, the differences appear to be statistically significant for Cases 1 and 3, whereas there is no statistical difference for Case 2 (T-test @ 95%).

Second, for the noise-free case and Case 1, MSA performs better than SPSA for both in terms of objective function values and computational times as seen clearly from FIGURE 2a. For the last two cases where noisy measurements are high, on the other hand, the performance of SPSA is obviously better. It reaches a better solution than MSA in less amount of computation time. Of course, the choice of gain sequences is the significant point for SPSA as they define the search direction for the objective function. They must be selected separately for every network using the guidelines given in Spall (35).

Third, from FIGURE 2b, it is observed that the computation time for MSA increases rapidly as the stochasticity is increased. As stated in (1), the stochastic approximation algorithm is of little practical use if the number of iterations required to reduce the errors to within reasonable bounds is arbitrarily large. This happens for MSA in the worst case scenario (Case 3). SPSA, on the other hand, stays under a reasonable amount of computational time and requires acceptable number of iterations (an average of 1972) to reduce the errors to within reasonable bounds in the worst case scenario.

Finally, a natural question is whether the stochastic approximation is converging to a global optimal solution. As the stochasticity of the system is increased, MSA tends to converge to a certain point and becomes stuck there whereas SPSA reaches better objective function values than MSA (see TABLE 3 and TABLE 4). Therefore, it can be stated that SPSA algorithm exhibits a better performance in terms of converging to a possible global optimum than MSA in the presence of high levels of stochasticities.

**CONCLUSIONS AND FUTURE RESEARCH**

In this paper, we have conducted experiments on a network with 2 nodes and 3 links to compare the performance of the two stochastic approximation algorithms, namely, -well-known and widely adopted as the standard-, Method of Successive Averages (MSA) and relatively new Simultaneous Perturbation Stochastic Approximation (SPSA). The optimization model includes noisy measurements on the
decision parameters (flows at each link). The algorithms are applied to optimally assign
the total flow on links with BPR travel time functions both injecting and not injecting the
noise to the decision parameters. In a recent study by Sbayti et al. (26), the authors stated
that “the convergence properties of MSA in real-life networks have been inconclusive
due to the unguaranteed solution properties of simulation-based models and the sluggish
performance of the pre-determined step size approach”. In this study, we have focused on
a different aspect of MSA algorithm namely, the impact of high noise levels on its
performance and have chosen to employ a network that will not have the complexities
described in Sbayti et al. (26).

Numerical results and comparisons between MSA and SPSA algorithms show
that MSA gives better results for the noise-free case and when the stochasticity is low.
However, the performance of MSA degrades with increasing stochasticity whereas SPSA
still continues to perform well. We observed that number of iterations gets very large for
MSA in the worst case scenario. In fact, for nine out of ten cases, MSA cannot reach a
suboptimal solution. As stated in (1), “stochastic approximation algorithm is of little
practical use if the number of iterations required to reduce the errors to within reasonable
bounds is arbitrarily large”. Furthermore, it is observed that MSA tends to converge to a
local minimum while SPSA reaches better objective function values as the noise in the
measurements is increased.

Throughout the analysis, well known BPR functions are used for the volume
delay calculations. The decrease in the performance of MSA algorithm with BPR
functions as the noise is increased reveal the fact that MSA may perform worse if more
complex objective functions, such as simulation-based functions, are used. SPSA, on the
other hand, has been shown in the literature to be a good optimizer even with complex
functions having many local minima (3).

The goal of global optimization of the stochastic approximation algorithms for
traffic assignment models is still an active area of research; however it is valuable to see
that SPSA method can be efficient in approaching to a global minimum especially when
stochasticities are considerably high. This conclusion has obvious consequences for the
transportation field. MSA is commonly used for traffic assignment models for mostly
large and complex networks. However, it has questionable convergence characteristics
under noisy measurements even with the small network studied in this paper. Therefore,
as another option, SPSA can be easily and successfully applied to the problems of
transportation and traffic engineering fields. Further research is required in this area. For
instance, application to a large network will be an important step towards better
understanding the performance of SPSA when applied to large-scale optimization
problems.

It is our hope that this analysis and comparison will not only provide a better
understanding of both algorithms—MSA and SPSA—but will also serve to point at the
needs for further algorithm improvement and extension, especially for real world
stochastic traffic optimization problems.
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